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Pursuit of innovation need not require big bets on uncertain futures….  
[Organizations] can succeed … by harnessing the past in powerful ways” [1].  

 
Our Nation and our allies are fighting a Cyber Cold War against multiple capa-

ble adversaries. [2] Like the original Cold War, we have lost ground in the first decade by 
failing to acknowledge the breadth and sophistication of our adversaries’ actions. While 
recent hacks of financial and political institutions have drawn significant attention, some 
of the most disturbing intrusions have been directed at military and nuclear industries. 
Sadly, these cyber-attacks have been met with general inaction. Widespread Russian cy-
ber-attacks in Ukraine [3] set the conditions for an invasion that was generally described 
as a separatist movement. [4] The most recent National Security Strategy emphasizes the 
gravity of China and Russia’s information operations. [5] Unfortunately, disinformation 
sown about and through cyberspace attacks has resulted in domestic squabbling that has 
limited our ability to govern effectively, let alone mount an effective response. 

Fortunately, the United States (US) and its allies have great potential to prevail again. 
A great legacy of the US is its ability to rebound from initial losses. As with the first Cold 
War, it is imperative that the government leverages the best attributes of its industrial 
base to enable its military to adapt and defeat emerging threats. For example, in response 
to growing cyber threats, the Defense Department (DoD) established U.S. Cyber Com-
mand (USCYBERCOM) in 2009 to defeat threats in and through cyberspace. [6] The Cyber 
Mission Force (CMF), as illustrated in Figure 1, will eventually consist of approximately 
6,200 active-duty personnel organized into 133 cyber teams. [7]   
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An additional 2,740 Reservists and National Guards-
men will augment these teams and provide another 36 
teams when mobilized. [8] The Army’s portion of the 
CMF is 62 teams, including 11 National Guard and 10 
Reserve cyber protection teams. [9] Active duty Army 
cyber teams are based in the National Capital Region, 
Georgia, Texas, and Hawaii. Army National Guard and 
Reserve units operate from 30 States, South Korea, and 
Germany. As with previous conflicts, innovation in 
operations, training, and technology will ensure these 
forces can overmatch adversaries.
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Figure 1. The Cyber Mission Force [9]
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Innovation is adopting, adapting, or developing a new device, system, policy, program, 
process, product, or service. [11] Innovation permits the Army to stay ahead of determined 
enemies and accomplish the mission. [12] The Army has formally acknowledged that the pace 
of change in the current operating environment demands more innovation [13], but leaders 
must implement strategies and philosophies. Even the best leaders will fail to achieve a 
vision without the proper culture and resources. This report summarizes characteristics of 
previous innovation activities and offers recommendations for how the Army could cultivate 
technology (devices and systems) innovations for cyberspace operations.

What encourages innovation?

A cornerstone of American success has been its proclivity for innovation. Historians, so-
ciologists, and management scientists have studied innovation activities in the US and have 
documented environmental, organizational, and individual commonalities in both public and 
private sector innovations. The preponderance of research on past innovative environments 
began in the 1990s with studies of regions such as Silicon Valley.  

Silicon Valley is an innovative ecosystem that has been cultivated over the past century. Be-
fore the 1960s, the Santa Clara Valley was an agrarian region known as the “Valley of Heart’s 
Delight” because of its vast orchards and pleasant climate. [14] It was also the home to Stan-
ford University, a private institution, which had been developing wireless communication 
technologies for the Navy since the early 1900s. [15] During and after World War II, Frederick 
Terman, the dean at Stanford’s College of Engineering, not only encouraged increased de-
fense spending at Stanford but also emphasized partnerships with local corporations. These 
partnerships, through which the university shared laboratory facilities and talent with new 
companies, created a cycle of successful ventures and increased defense-related investment. 
Amongst the thousands of startups that have emerged in Silicon Valley are Hewlett-Packard, 
Apple, SanDisk, Facebook, Netflix, and fifty-six other Fortune 1000 companies. [16]    

Unlike other innovation districts such as Hartford (precision manufacturing in late 1800s), 
Detroit (assembly line automotive construction in early 1900s), or Minneapolis-St Paul (med-
ical technologies in 1950s), Silicon Valley has ridden consecutive waves of technology de-
velopment, such as radio communications (1930s), aerospace (1950s), electronics (1970s), 
computing (1990s), and internet applications (2010s). [17] A confluence of features fueled 
this evolution. Foremost were loosely constrained resources in the form of substantial and 
sustained government research [18], and a world-class private university with close ties to 
local industry. The region has favorable weather, scenery, and immigration rules that entice 
talented people to live there. Entrepreneurial corporate and academic cultures encouraged 
risk-taking and information-sharing. Local government was supportive of technology-related 
development. [19] Aggressive venture capitalists were entrepreneurs themselves and were 
knowledgeable and involved with start-up activities. [20] Over time, the region’s dense social 
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networks and open labor markets allowed for talented people to move between companies as 
startups came, grew, or went. Many other regions have attempted to replicate Silicon Valley’s 
success with mixed results.  

AnnaLee Saxenian has extensively compared Boston, MA to Silicon Valley. [21] She noted 
that prominent universities, a history of defense spending, attractive city infrastructure, and 
a desire to encourage technology development had placed Boston on an equal footing with 
Silicon Valley by the early 1980s. However, Silicon Valley companies grew by $25B between 
1986 and 1990, while Boston companies, which included Raytheon, Boston Scientific, and 
Digital Equipment Corporation (acquired by Compaq in 1998), grew by only $1B. Many of 
the historic strengths of New England business dampened growth in the 80s and 90s. The 
region was dominated by highly self-sufficient companies with hierarchical organizations, 
vertical information flow, and centralized decision-making. Manufacturers clung to propri-
etary architectures and emphasized secrecy over collaboration with other companies. Verti-
cally integrated companies (i.e., companies that handle design, manufacture, test, marketing, 
and support) allowed for controlled profits but hindered adaptation. Business associations 
focused on lobbying for legislation and tax cuts rather than industry cooperation and stan-
dard setting. 

Furthermore, venture capitalists were financial professionals, rather than technologists 
and entrepreneurs, so they provided little more than resources and profit expectations for 
their ventures. Interestingly, when many Silicon Valley companies adopted New England 
business models in the late 70s and early 80s, they lost ground to Japanese industry. A re-
turn to principles of cooperation and collective innovation in the 80s and 90s restored their 
dominance.

Other regions that have attempted to recreate Silicon Valley include New Jersey, Texas, 
and New York. In southern New Jersey, RCA and Bell Labs attempted to set up partnerships 
with Princeton. RCA Sarnoff Lab exchanged researchers with the university, while Bell Labs 
created its own program, called the Institute of Science and Technology, to grow research tal-
ent in-house. Bell sought investments from other regional corporations as well as a partner-
ship with Princeton. Texas companies desiring a source of engineering expertise established 
the Graduate Research Center of the Southwest. Southern Methodist University created the 
Foundation for Science and Engineering and even hired Frederick Terman as the president. 
The Microelectronics and Computer Cooperative and the Semiconductor Manufacturing and 
Technology Institutes were established in Austin. Sadly, none of these organizations were 
able to integrate their regional economies, which were comprised of vertically integrated 
companies. [22] New York created a Center for Industrial Innovation, which was centered on 
Rensselaer Polytechnic Institute (RPI). Unfortunately, the Albany-Troy region lacked a strong 
industrial base to capture innovations, so RPI ended up exporting its best ideas and gradu-
ates to other places. [23] Each of these efforts lacked a critical mass of defense spending and 
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failed to foster an ecosystem of interdependent startups like that in Silicon Valley. 

Margaret O’Mara offers another contrast case in her detailed analysis of the Georgia Insti-
tute of Technology and Atlanta. [24] Georgia Tech is a state-funded university that was origi-
nally intended to improve industrialization in the South. As a public university, it is subject 
to the whims of state legislators for its financing and thus has limited incentive to encourage 
city economic development. This resulted in most development to support technology activi-
ties being in remote suburbs, which were disconnected from the main campus. City planners 
were focused on retail capacity and entertainment facilities, rather than high-tech develop-
ment. Georgia Tech also did not benefit much from post-WWII defense spending. “In order 
to stay solvent, the school dared not stray far from its original mission - to serve the state’s 
interests rather than greater and more intangible academic ends”. [25] Atlanta also suffered 
from a history of racial intolerance and socioeconomic division that consumed political activ-
ities for decades during which major advancements were being made elsewhere. Ultimately, 
Georgia Tech lacked “the size, capacity, or powerful leadership to become the center of an-
other Silicon Valley”. [26]   

Although the available historical analyses focus on the growth of innovation districts in 
the twentieth century, they are still instructive. Each of the previously discussed regions has 
undeniably matured since 2000; however, it is helpful to understand how and why they ad-
vanced at variable paces. In each case, the regional economy, culture, infrastructure, and pol-
icies were important local contributions to innovation. In effect, these factors can be thought 
of as the soil of innovative ecosystems.  

Scientists investigating urban growth have noted interesting patterns that emphasize the 
importance of physical proximity. An analysis of a variety of urban development measures 
determined that innovation and creativity, as measured by patents and research and devel-
opment jobs, follow a positive power law with scaling exponents between 1.15 and 1.27. [27]   
For example, cities that were 10x larger than other cities had 18x more inventors, and cities 
that were 50x larger produced 143x more patents. This exponential increase in innovation 
is related to social networks and access to ideas, resources, and expertise in more populated 
urban settings. Transaction costs are lower in more densely packed cities. Local hiring is 
more comfortable, and experts find it easier to move between organizations. Serendipitous 
exchanges are more likely as experts from various industries interact socially. Of note, the 
degree of success captured from this scaling is reduced in districts that suffer from too much 
control of information. [28] This appears to explain why populous cities across Asia have failed 
to recognize innovative successes commensurate with their size.  Additionally, prosperous 
regions benefit from organizations prepared to sow and nurture the seeds of innovation.

Individualistic societies, such as the US, tend to emphasize the role of individual experts in 
innovative outcomes. However, recent research challenges the notion that lone geniuses are 
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the prototypical innovators. Andrew Hargadon advances a network perspective that suggests 
innovators are not necessarily smarter, but rather more connected than others. [29] This has 
important implications for how organizations enable innovation. While specialized talent is 
important, information sharing may be more so. Hargadon’s analysis of technology innova-
tions from Edison’s Menlo Park to Ford’s factory floor and Jobs’ garage suggests that most 
innovations are recombinations that combine existing objects, concepts, and people in ways 
that spark technological revolutions. Such brokering involves spanning industries, moving 
ideas and building new communities. “Hiring smart people, building flat organizations, and 
cross-functional teams, and engaging in brainstorming and rapid prototyping are not enough 
to make organizations innovative”. [30]  

Innovative organizations and ecosystems include a core of specialists as well as a cadre 
of generalists responsible for spanning and brokering. Spanners are not liaisons, but rather 
people with (or willing to develop) first-hand experience in multiple domains. Lawyers in 
Silicon Valley have historically played such a role. [31] Lawyers have exposure, access, and 
trust amongst many companies and serve as connective tissue in and between industries. 
They can mediate crucial flows of resources and information and facilitate the consolidation 
and legitimization of ideas and organizations. McKinsey and Company, a global management 
consulting firm, not only brokers information between industries but also maintains its own 
“Rapid Response Team,” which is responsible for connecting internal experts for projects. [32]  
Spanners maintain weak links to spark ideas and connect experts who subsequently build 
strong links to capture them. Workspaces encourage or discourage these linkages.  

More attention is being paid to how workgroups are impacted by their workspaces. Inno-
vation workplaces require a balance between order and chaos. [33] Open office plans afford no 
privacy, and closed offices discourage coordination. Cross-fertilization and interdisciplinary 
work require ample space to exchange ideas, while private spaces are needed for seclusion 
and reflection. Telework reduces overhead and offers individual flexibility but reduces oppor-
tunities for employees to intermingle. Because intermingling is critical for recombination, it 
is no surprise that successful, high tech organizations still invest in workspaces that promote 
face-to-face interactions. [34] Ultimately, workplaces must be flexible and tailored to the current 
work needs of the workgroup. “Cookie-cutter settings will produce cookie-cutter ideas.” [35] MIT’s 
Building 20, now replaced by the Stata Center, was a World War II-era temporary structure 
that afforded great flexibility during its fifty-year existence, cultivating efforts as diverse as 
the first hackers, Noam Chomsky’s linguistics department, and Bose Acoustics and Digital 
Equipment Corporation. [36] Microsoft’s Redmond Lab, or Building 99, is similarly built to 
be reconfigured with little effort. [37] Such flexibility is critical in light of the finite lifespan  
(approximately twenty years) of innovation districts, spaces, or groups. [38]  

Organizational behavior research has identified a wide variety of factors that are com-
mon amongst innovation activities. A meta-analysis of 46 studies conducted between 1960 
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and 1988 found that specialization, managerial attitude toward change, slack resources, and 
communication were associated with innovation. [39] A more recent meta-analysis of 133 
studies of public sector innovation between 1990 and 2013 revealed that slack resources, 
leadership styles, incentives with clear goals, low-risk aversion, and employee autonomy 
were common across innovative activities. [40] A survey of Australian Public Service Commis-
sion employees showed that experimentation, corrective action for low-performers, feedback 
loops, and motivation to make improvements enhanced the likelihood of innovative activities. [41] 
An analysis of over 96,000 responses to a Canadian workplace survey between 1999-2006 
found that highly qualified personnel, motivated employees with consistent opportunities 
to innovate, and innovation as a persistent strategic priority contribute to innovation. [42] A 
Smithsonian Institute study determined that charismatic leaders who were supportive of 
individual researcher freedom and interdisciplinary teamwork were common amongst US 
places of innovation. [43] Examples of individual autonomy can be found at Google and 3M, 
where they direct their engineers to allocate fifteen to twenty percent of their time to pursue 
projects of their interest. [44] Employees are only required to provide regular updates to their 
supervisors on their initiatives. These studies provide compelling insights into individual 
and organizational contributions to innovations. Table 1 summarizes them alongside the 
previously discussed environmental characteristics to suggest ways for the Army to encour-
age innovation.

  Environmental Organizational Individual
Inter-organizational relationships Slack resources Specialization/Highly qualified personnel

External pressures Feedback loops Employee autonomy

High density employment pools Experimentation Charismatic, supportive leader

Appealing locale  
(weather, outdoor activities, scenery) Communication Motivation for improvement

Successful regional economy  
(schools, businesses, public transportation) Incentives with clear goals Corrective action for low performers

Favorable immigration rules Interdisciplinary work

Top-tier research universities Low risk aversion

Open culture and labor markets Mix and collaborative  
and private spaced

Finite lifespan (~20 years) Flexible workspaces

Table 1 . Characteristics of Innovative Activities
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How is the Army postured for technology innovation?

Although regional characteristics are important for technology innovations, the Army has 
limited input over the location of its installations and major activities (basing decisions are 
made by Congress, but at the request of the DoD). Because of decades of base realignments 
and closures, most military research and development for cyberspace capabilities occurs 
in regions that lack the environmental elements that have been associated with technology 
innovation. (Figure 2 identifies the current locations of the most significant military cyber-
space research and development activities.) It is unsurprising that the Army has struggled 
to hire highly qualified scientists and engineers in these locations. Doctoral scientists and 
engineers in the Army’s Research, Development and Engineering Centers have comprised 
between two and five percent of their workforces for decades. [45] As of 2007, Army Research 
Laboratory (ARL) had improved their doctoral workforce from twenty-five to thirty-five per-
cent over the preceding decade, but that was far below the fifty percent for Navy Research 
Laboratory (both are in or near Washington, D.C.).

Figure 2. Current cyberspace R&D activities and locations

Cyberspace R&D activities

Army 
Adelphi, MD* – ARL-CISD

Fort Belvior, MD* – INSCOM, Army Cyber Command
Aberdeen Proving Ground, MD CERDEC, ARL-HRED

White Sands Missile Range, NM – ARL-SLAD
West Point, NY – Army Cyber Institute

Fort Huachaca, AZ – NETCOM

Air Force 
Lackland AFB, San Antonio, TX – 24 Air Force

Rome, NY – AFRL
Dayton, OH – AFRL 

Hanscom AFB, Lexington, MA – PEO-C3I&N, MITLL

Navy 
Suitland, MD* – NCWDG
Washington, DC* – NRL

Dahlgren, VA – JWAC

*Within the National Capital Region

Joint 
Fort Meade, MD* – US Cyber Command/NSA/DISA

Arlington, VA* – DARPA
College Park, MD* – IARPA

A notable exceptional region is the National Capital Region (NCR). Due to the preponder-
ance of government research activities located within fifty miles of Washington, D.C., the 
NCR has emerged as a new technology innovation district. With extensive federal installa-
tions as well as government-leased facilities throughout the Capital Area, there continues to 
be significant room for further growth. Elsewhere, the Defense Department has made poor 
use of military installations that are located within innovative districts. Moffett Air Field in 
Silicon Valley, Fort Devens near Boston, and Fort Hamilton in New York City could be soft-
ware development and data science hubs but have been left fallow.
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The Army has decided to move its Cyber Headquarters away from the NCR to Fort Gordon, 
GA. Several good reasons for this move include geographic distribution of national security 
capabilities, the presence of an existing military schoolhouse (the Army Signal Center), and 
the presence of a national cryptologic center (NSA/CSS Georgia). [46] Additionally, inexpen-
sive housing, power, workspace, and cooling contributed to the decision. [47] It is likely that 
the colocation of training and operational organizations will encourage innovative practices 
in both. The seclusion of Fort Gordon may also help protect operational innovations from 
adversaries. Unfortunately, Augusta, GA lacks most of the characteristics that have attracted 
technologists to other innovation regions. Limited public infrastructure and services, sparse 
employment options, a humid subtropical climate, a lack of a private research university, 
and distance from urban centers will likely delay the emergence of innovative technologists 
in Augusta-Richmond County. Furthermore, technology innovations face other self-imposed 
constraints.

Organizations and processes stifle technology innovation in the Army. Congressionally 
mandated acquisition processes are implemented in a way that diffuses responsibility across 
large bureaucracies. For example, a cyberspace need is supposed to be identified by opera-
tional commanders (Army Cyber Command), documented by a capability manager (Cyber 
Center of Excellence), validated by a force manager (Army Capabilities Integration Center, 
G-8, and/or J-8), funded through a 5-year budget cycle overseen by a resource manager (G-8), 
researched by a program officer (Army Research Laboratory and Communications Engineer-
ing Research Development and Engineering Center), developed and delivered by program 
manager (Program Executive Office), tested by a test engineer (Army Test and Evaluation 
Center), and used by cyber team members. [48] This baton passing crosses up to ten general 
offices, with most of the staff work and decision-making performed by people with little 
technical knowledge and who will never be impacted by their decisions. This convoluted and 
inefficient process ensures that any technology “solution” is poorly fit, or obsolete, if/when 
it is delivered.

Army scientists and engineers are hardworking and well-meaning, but the Army is fail-
ing them. Due to the location of Army research activities, very few scientists and engineers 
have access to the operators and analysts who will have to use the technologies under de-
velopment. Many research program officers have limited knowledge of the daily tasks and 
work conditions of cyber teams. They must rely on wordy, and poorly described, requirement 
documents to provide critical information about users’ needs. This problem is worse for the 
thousands of contracted scientists who rely on the program officer for guidance. High-lev-
el research guidance gets implemented across many organizations with little coordination 
among stakeholders. Figure 3 illustrates the assortment of Army organizations that are con-
ducting research and development for cyberspace capabilities. In fact, Figure 3 fails to fully 
capture the diffusion of cyber research within these organizations, as individual research-
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ers pursue cyber and non-cyber projects. The current construct limits the pooling of highly 
qualified personnel and resources necessary to create slack, or flexibility, for innovation. It 
also makes directing and collaborating with operational units, USCYBERCOM, other Service 
Departments, industry, and foreign partners exceedingly difficult.

The Army has long desired more STEM talent; however, it has not fully utilized its existing 
talents. Assignments rarely consider academic credentials and very few personnel authori-
zations explicitly identify advanced degree pre-requisites. Outside of the United States Mili-
tary Academy, officers are responsible for generalist staff or command roles that require no 
STEM expertise. As a result, officers with a Ph.D. find few opportunities outside of USMA to 
maintain currency and provide benefit to the Army for their graduate educations.  

In 2011, former Defense Secretary Robert Gates encouraged new Army Lieutenants to 
seek out broadening assignments that were “off the beaten path, if not a career dead end,” 
and stated that the Army should encourage the effort. [50] He was arguing for breadth and a 
collaborative disposition to complement depth of skill. Successful innovative corporations 

Figure 3. Cyberspace R&D within the Army [49] 

RDECOM ARCYBER

INSCOM

Cyber CoE USMA

NETCOM

CERDEC ARL

12WD 
Intel and  

Info Warfare

S&TCD 
Space and 

Terr Comms

CP&ID 
Command, Power  

and Integration

SED 
Software  

Engineering

PRD 
Produce  

Realization

NVESD 
Night Vision  
and Sensors

VTD 
Vehicle  

Technology

WMRD 
Weapons and  

Materials Research

ARO 
Army  

Research Office

Tech  
Warfare Center

Cyber  
Battle Lab

Army  
Cyber Institute

Groups 
conducting 
cyberspace 
research

Groups  
related to  
cyberspace 
research

780 MI BDE

G-7

CISD 
Computer and  

Info Science ACED 
Adv. Capability  

Engineering

SLAD 
Survivability  

Lethality Analysis

HRED 
Human Research  
and Engineering

SEDD 
Sensors and  

Electron Devices



COLONEL STONEY TRENT, PH.D.

FALL 2018 | 125

foster just such a balance. [51]In 2012, the Defense Science Board recommended that the 
Service Departments make opportunities for troops to serve in laboratories and research 
program offices. [52] In 2013, the Army Science Board recommended re-establishing a mili-
tary scientist and engineer career path that would direct and strengthen Army research and 
development. [53] The Army Research Development and Engineering Command (RDECOM), 
with the concurrence of its higher headquarters, the Army Materiel Command, attempted to 
implement this recommendation, but the pilot stalled out due to lethargic human resource 
processes. [54] In particular, no career incentives existed to justify individuals accepting the 
risk of such assignments. Additionally, assignment officers lacked the mandate to identify 
and adequately utilize advanced STEM skills. Unfortunately, the Army’s human resource 
system is designed to reward successful completion of well-established roles and discourage/
disadvantage innovative, new roles. Officers following Secretary Gates’s recommendation 
will not last long in the inventory.

The recently established cyber warfare branch offers promise for niche specialists if they 
are not blunted by the human resource system. Army Pamphlet 600-3 now describes a career 
path for cyber warfare Soldiers that suggests gainful employment for the growing force. How-
ever, like cyberspace itself, personnel requirements will change more rapidly than the cur-
rent human resource system can support. For example, in 2009 the DoD hastily developed 
a plan for the size and composition of the CMF. This plan sacrificed commanders and staff 
for team-level structure, forcing units like the Cyber National Mission Force and the Cyber 
Protection Brigade to employ a variety of workarounds to satisfy critical command and staff 
roles. This situation has persisted through 2018.

Although the Cyber Center of Excellence has diligently worked to update force structure 
documentation, it is hard to see how it will keep up with emerging operating concepts. Un-
der the current system, validating a new requirement takes at least twelve to twenty-four 
months. Once a requirement is validated, assignment cycles limit the speed at which new 
requirements are filled. This sclerotic process results in lost opportunities and expertise 
as blunted innovators seek more supportive sources of employment. Although much of the 
current cyber branch is under initial service obligations, the insatiable demand for software 
developers, cyber operators, analysts, and data scientists across the Service Departments, 
the intelligence community, and commercial sectors will make retention difficult in the near 
future. Focus groups and sensing sessions will be insufficient to retain innovative experts in 
the force. Without an agile personnel system that can offset the private-sector advantages, 
our cyber workforce will become a routinized harbor for mediocrity, incapable of defeating 
more agile adversaries.
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Recommendations for improvement

The Army recently established the Army Futures Command to dramatically improve the 
way in which capabilities are delivered to the force. [55] This new Command is not a startup, 
but rather a merger of multiple large bureaucracies, each with its own infrastructure, heri-
tage, and culture. As strategic integration unfolds for this Command, some proofs of concept 
that demonstrate the value of the new organization will be important. The sense of urgency 
and relatively low cost of cyberspace capabilities suggest that cyberspace capability reform 
would be an ideal first step. The following four recommendations fully support the intent of 
this new Command and can be implemented now.  

Establish a Cyberspace Operations Research and Development (R&D) Group – To 
reduce the diffusion of responsibility and create slack resources for innovation, the Army 
should consolidate R&D of cyberspace capabilities as illustrated in Figure 4. The director 
of this group should be an academically qualified (STEM Ph.D.) cyber Colonel, with the 
responsibility and resources for ensuring that R&D is operationally aligned and responsive 
to environmental changes. The director would report to the Commander, RDECOM, and 
coordinate with cyber brigade commanders and the Cyber Capability Manager to exchange 
information about the trajectory of science and technology.

Figure 4. Army Cyberspace Operations Research and Development Group

This group should be organized into interdisciplinary research teams, each led by aca-
demically qualified cyber officers and aligned with operational requirements (performance 
of this organization should be measured based on operational feedback from users). Gov-
ernment civilians would provide continuity for this organization by serving as research 
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staff, project leads, and deputies. Following Title 5 of the U.S. Code and DoD policy, the Army 
could hire Highly Qualified Experts for up to five years to serve as technical directors in this 
organization. [56] These technical directors would provide sustainable exchanges of eminent 
experts from industry and academia. Because of its critical mass of technical expertise, this 
organization would represent cyber equities in the cross-functional teams within the Army 
Futures Command.  

This organization should be principally located at Fort Meade and Adelphi, MD to provide it 
with direct access to cyber teams and the preponderance of cyber research expertise located 
within the NCR. To sustain appropriately skilled leaders, mid-career officers should be af-
forded Advanced Civil Schooling with utilization tours in this organization. In this way, select 
cyber officers could progress from cyber team members to cyber research leaders to cyber 
staff officers and return to cyber research leadership roles throughout their career. Such a 
program and organizational construct could be extended to other capability areas (e.g., intel-
ligence, communications, and armaments) as well. Ultimately, the DoD would benefit from 
each of the Service Departments establishing a similar organization.  

Improve Collaboration – The Army needs better formal and informal coordination to  
enable innovation. Innovation is a process in which the phased application of expertise is  
important. [57] Highly qualified scientists and engineers are critical for research phases, 
whereas legal, contracting and doctrine expertise are critical for implementation. In large 
organizations, it is difficult to locate appropriate expertise, and senior leaders have little 
visibility on how expertise is being applied to large-scale, complex problems. Research in 
cognitive psychology suggests that Transactive Memory Systems are essential for high per-
forming organizations.

Transactive Memory Systems distribute knowledge and skills across people and tools to 
achieve high efficiencies. Transactive Memory theory emerged from studies of intimate cou-
ples where knowledge was efficiently federated between the two individuals [58] (it is more 
efficient for a couple to ask each other for information than for both people to know the 
same things). Accurate transactive memory has been observed to be a significant predictor 
of team performance. [59] In new product teams, transactive memory has positive impacts on 
team stability, familiarity, interpersonal trust, team learning, and effectiveness. [60] Support 
for transactive memory should include automation as well as human boundary spanners. 
A transactive memory support tool would analyze computer work to infer skills amongst 
workers. These data along with self- and colleague-reported information about skills could 
generate navigable knowledge graphs to help with expertise location. A dedicated knowledge 
management team should maintain not only this support tool but also foster inter-divisional 
collaborations. These informal methods will enable the actions and decisions from more 
formal venues.
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The Army should establish or request three cyber capability councils–Army, Joint, and 
Combined–to plan and collaborate with other relevant organizations. The Army’s cyber ca-
pability council should be chaired by an SES or Brigadier General on the Army Cyber Com-
mand Staff and should include the following roles:

m Director, Cyberspace Operations R&D Group

m Commanders, Cyber Brigades

m Cyber Capability Manager

m Director, Army Cyber Institute

m Director, Cyber Battle Laboratory

m INSCOM G-7

The Joint Cyber Capability Council should be chaired by a Senior Executive in U.S. Cyber 
Command Capabilities Development Group and include all Service Cyber R&D leads and the 
Defense Advanced Research Projects Agency Information Innovation Office Director.  U.S. 
Cyber Command is currently working with the Joint Staff to establish a Cyber Functional 
Capabilities Board (FCB) for the Joint Requirements Oversight Committee. This will be a crit-
ical coordinating body for large-scale requirements. However, most cyber capabilities will not 
meet the threshold for consideration by the Cyber FCB, so the Joint Cyber Capability Coun-
cil should tend to the smaller scale requirements. The Combined Cyber Capability Council 
should be chaired by the Office of the Undersecretary of Defense for Research and Engineer-
ing, USD(RE), and include U.S. Cyber Command, the Service Cyber R&D leads and select 
foreign partner R&D groups (e.g., Defense Science and Technology Laboratory, Government 
Communications Headquarters, Australian Signals Directorate). These coordinating councils 
will help inform operational planning as well as avoid (or validate) redundancy and gaps in 
technology development.

Commit to a Campaign of Field Study and Experimentation – Field studies provide 
thorough descriptions of operational needs that far surpass the fidelity and consistency of 
After Action Reviews (AARs) and needs statements. Field studies also provide the insights 
necessary for the design and conduct of experiments and afford cyber teams a voice in the 
requirements process through the performance of their regularly assigned duties. Experi-
mentation offers a way to democratize technology decisions, as cyber team members provide 
data on tool and team performance as participants. Because of the pace of change in cyber 
work, these complementary research activities must be a sustained campaign rather than a 
collection of discrete yearly projects. The research staff should be responsible for publishing 
unclassified findings whenever possible. In this way, academic and industry developers will 
be more knowledgeable of technology requirements. 
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USCYBERCOM has established the Cyber Immersion Laboratory, which is developing and 
assessing capabilities for the CMF. [61] To date, it has been minimally staffed and resourced, 
with nearly all of USCYBERCOM’s research funding going to external performers. The Army 
Cyber Center of Excellence has relabeled the Signal Battle Lab to be the Cyber Battle Lab and 
has been building the capability to conduct experiments to inform the cyber requirements 
process. These labs require a sustained budget and sufficient, appropriately skilled staff to 
be successful. ARL, particularly the Human Research and Engineering Directorate, should 
be leading or participating in this campaign to ensure that human factors are preeminent in 
the design of new technologies. In addition to lab staff and infrastructure, successful experi-
mentation requires practitioners to participate. 

Now that the CMF is fully operational, cyber teams should be apportioned to these labo-
ratories as an experimentation force. Cyber battalions should designate a Chief Technology 
Officer who would be responsible for managing the teams’ participation in field studies, 
experiments, and technology-oriented focus groups. In this way, the CMF can formally in-
volve all cyber teams in a manner that accommodates collaborative planning and resourcing. 
Multi-domain experiments should be facilitated by including cyber teams in command post 
exercises and combat training center rotations. Instrumenting cyber teams to provide tool 
and team performance data from training and real-world operations will improve our under-
standing of what works and why. Ultimately, data from experiments and real-world opera-
tions will inform models that can be used to evaluate strategic and operational planning as 
well as technology development decisions.   

Leverage existing and spawn new innovation districts – The military has been explor-
ing ways to improve access to the knowledge, skills, and technologies in our mature innova-
tion districts. The Defense Innovation Unit (DIU) is one example that has been focused on 
Silicon Valley and Boston. Other regions, such as the NCR, Pittsburgh, Seattle, Austin, and 
Denver are emerging as technology hubs. The Army’s Futures Command has selected Austin 
has its headquarters to afford efficient access to that region’s expertise. Despite improve-
ments in coordination technologies, proximity and personal interactions will continue to 
reap the most from our existing innovative regions. 

Unfortunately, the current innovation ecosystems are failing to satisfy the Nation’s needs 
for cyber operators, software developers, and data scientists. Incremental increases to invest-
ments in established regions will recognize diminishing returns as costs of living increase.  
Innovation districts must be grown to dramatically increase the breadth and depth of intel-
lectual capital, which is crucial for success in future conflicts.  Because regional change is 
slow, wise investments in fertile locales are warranted.
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Three regions offer great promise for new innovation districts–South Bend, IN, Nashville, 
TN, and St Louis, MO. Each region has a world-class private research university (University 
of Notre Dame, Vanderbilt University, and Washington University, respectively) without a 
federally funded or university-affiliated research center. They are in, or near, attractive cities 
with strong growth potential and an ability to capitalize on technologies that are developed 
there. They offer low costs of living and are within a two-hour flight of the preponderance 
of cyber teams. If these universities and their local communities are willing to partner to 
foster cyber or data science-related business development, the Undersecretary of Defense for 
Research and Engineering should establish University Affiliated Research Centers at each. 
These centers will accommodate broader involvement from each university and underpin the 
growth of more innovative ecosystems.

SUMMARY
The Cyber Cold War is raging, and the United States has the most to lose. Although the 

CMF is now fully operational, it will require continual technology advancements to stay 
ahead of our adversaries. Unfortunately, much of the Army’s R&D enterprise is not well-pos-
tured to leverage our Nation’s strengths, nor is it proximal to operational practitioners. A 
consolidated, operationally-oriented cyberspace R&D group could afford the organizational 
and individual enablers of innovation while helping the Army to better utilize the talent and 
resources that it already has. Collaborative technologies and organizational design in the 
Futures Command can help the Army leverage its size with improved interconnectedness.  

Improving technology innovation is critical and will not come without cost and effort. 
Much work is needed to set environmental conditions and organizational design to support 
individual initiatives. Fortunately, the DoD currently stands to benefit from increased de-
fense spending in FY19. The Secretary of Defense fully understands the need for dramatic 
improvement, and fifteen years of Army acquisition failures have created the crisis neces-
sary for change. The Secretary and Chief of Staff of the Army have initiated a generational 
opportunity to improve innovation. This confluence of conditions is as supportive as it is 
ephemeral. Without immediate, bold action, the Army will miss its best opportunity to seize 
the initiative in the current Cyber Cold War. Decades of studies indicate the importance of 
a culture of experimentation. While our adversaries are experimenting, we must not dither.

DISCLAIMER
This paper reflects the views the authors. It does not necessarily represent the official 

policy or position of Department of Defense, U.S. Army War College or any agency of the U.S. 
Government. Any appearance of DoD visual information or reference to its entities herein 
does not imply or constitute DoD endorsement of this authored work, means of delivery, 
publication, transmission or broadcast.
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